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SUMMARY  We discuss human collaborative discovery processes us-
ing a production system model as a cognitive simulator.  We have de-
veloped an interactive production system architecture to construct the
simulator.  Two production systems interactively find targets in which
the only experimental results are shared; each does not know the hy-
pothesis the other system has.  Through this kind of interaction, we
verify whether or not the performance of two systems interactively
finding targets exceeds that of two systems independently finding tar-
gets.  If we confirm the superiority of collaborative discovery, we ap-
prove of emergence by the interaction.  The results are: (1) generally
speaking collaboration does not produces the emergence defined above,
and (2) as the different degree of hypothesis testing strategies that the
two system use gets larger, the benefits of interaction gradually in-
creases.
Key Words: discovery, hypothesis testing, production system, collabo-
ration, cognitive model

1. Introduction

Various ways of acquiring empirical data in discovery pro-
cesses are principally divided into two categories: experimen-
tation and observation.  In observation systems passively
acquire data whereas in experiments systems selectively
gather data based on their hypotheses.  In natural sciences,
such as physics, chemistry, and biology, experimentation plays
an essential role.  Therefore both hypothesis testing and hy-
pothesis generation processes are important research topics.

In terms of the studies of hypothesis testing, philoso-
phers have tried to find normative principles of hypothesis
testing (i.e.,  how people should think), whereas psycholo-
gists have tried to clarify the practical usage of how humans
actually conduct hypothesis testing [2].  In psychological re-
search, it has been known that there are several seemingly
irrational cognitive biases in human hypothesis testing.

Many historically important discoveries have been made
not only by a single genius but also through collaborative
activities of several persons.  This fact indicates that interac-
tion between several agents (i.e. humans, computers, and
systems) sometimes produces positive effects.  Our question
is whether or not collaboration by humans who have the cog-
nitive biases mentioned above produces these effects.

It is important to define a concept of “emergence” when
we consider collaborative problem solving.  We intuitively

understand that the performance of two persons solving a
problem is usually better than that of a single person solving
it.  But we do not approve of this advantage as the appear-
ance of emergence.

To discuss the criterion of introducing emergence, we
consider the following three situations (see Figure 1).
Single situations: A problem solver tries to discover a tar-

get.  If the final hypothesis obtained through conduct-
ing his/her experiments is identical to the target, then
we confirm that he/she finds the target.

Independent situations: Two problem solvers independently
conduct experiments and form hypotheses without in-
teraction.  If at least one of them reaches a correct final
hypothesis that is identical to a target, then we confirm
that they independently find the target.

Collaborative situations: Two problem solvers interact with
each other.  That is, each person alternatively conducts
experiments, and each experimental result is given to
both persons.  Half of their acquired data comes from
his/her self-experiments and the other half from the other
person’s experiments.  If at least one of them reaches a
final correct hypothesis, we confirm that they coopera-
tively find the target.
To estimate whether or not emergence appears, we do

not compare the performance in the single situations and the
performance in the collaborative situations.  Otherwise, when
the performance in the collaborative situations exceeds the
performance in the independent situations, we confirm the
emergence by interaction between the two problem solvers.

In this paper, on the basis of the above viewpoints, we
discuss the possibility of emergence in human collaborative
discovery processes using a computational model that is con-
structed as a production system model.   Another approach
for discussing the effects of interaction between humans is to
use psychological experiments.  The computational method
used in this paper and the experimental method are two pri-
mary approaches for investigating human discovery processes
in the field of cognitive science.

 Two methods are strongly related; when a computational
model predicts empirical results, through confirming the re-
sults by psychological experiments assumptions in the model
are verified.  In this paper we use the former approach to
utilize advantages of the computational approach.  One of
the advantages is that we can test many experimental condi-
tions by modifying the models.  It is often difficult to do so in
psychological experiments because the number of subjects



2
IEICE TRANS. INFO. & SYS., VOL.E##-D, NO.# #### ####

participated in the experiments are restricted.  Additionally
the detailed control of experimental conditions by instruct-
ing subjects, which will be conducted in our simulations, is
sometimes impossible.  Of course we understand that the re-
sults of our computer simulations in this paper should be sup-
ported by empirical data in our future work.

2. Research Background

2. 1 Human Hypothesis Testing

One style of experimental psychological studies on hu-
man hypothesis testing is analyzing hypothesis testing pro-
cesses of human subjects in a psychological experimental
room using a relatively simple discovery task [4].  One of the
most famous tasks used in those experiments is the Wason’s
2-4-6 task [14][17].  In this paper, we also use this task.

The most basic distinction of hypothesis testing strate-
gies is a positive test (Ptest) and a negative test (Ntest).  Ptest
is hypothesis testing that generates a positive instance for the
hypothesis whereas Ntest generates a negative instance.  Many
empirical studies have indicated that humans have a positive
test bias in which they tend to test their hypothesis by using a
positive instance for the hypothesis.  On the other hand, phi-
losophers have stressed the importance of hypothesis falsifi-
cation [16].  It seems that there is a contradiction between
the empirical data brought by psychological experiments and
the normative principle of hypothesis testing by philosophers.

Klayman & Ha indicated on the basis of their sophisti-
cated analysis that the possibility of hypothesis disconfirma-
tion and the usage of positive testing were essentially inde-
pendent [6][7].  Their conclusions were that when targets to
be found were general (the ratio of target instances to all in-
stances is high), negative testing was effective for
disconfirming hypotheses; on the other hand, to find specific
targets (the ratio of target instances to all instances is low),
positive testing was more effective than negative testing for

disconfirmation.  In ordinary contexts actual targets are usu-
ally specific, so the positive test bias is not irrational for a
hypothesis testing strategy.

2. 2 Human Collaborative Discovery

There have been some proceeding psychological studies in
which human collaborative discovery processes were ana-
lyzed using similar tasks such as the 2-4-6 task.  In most of
these studies, the performance of a single person and the per-
formance of a group consisting of two to four persons were
simply compared.   The definition of emergence in this paper
(i.e., independent and collaborative solving by two persons
was compared) was not used in these studies.  So in the dis-
cussions below, on the basis of the following procedure, we
calculated the performance in the independent condition from
the performance of a single person.  That is, when indepen-
dent n persons whose performance was m (0 < m < 1) solved
a problem, the probability of at least one of them reaching
the solution is 1 - (1-m)n.  We used this score as the perfor-
mance in the independent solution.

Then we analyzed the previous studies based on the pro-
cedure above.  We found that empirical  knowledge on the
possibility of emergence is not consistent in these studies.
For example, Lauglin and her colleagues compared the per-
formance of a single person and that of a group of four per-
sons with a discovery task using playing cards [8].  Accord-
ing to the score defined above, the performance of group col-
laborative problem solving does not exceed the performance
of independent solving by four persons.  On the other hand,
Okada & Simon analyzed discovery processes of a single
subject and those of two collaborative subjects using a
microworld called a simulated molecular genetics laboratory
[15].  Consequently, they confirmed the appearance of emer-
gence by the interaction of two collaborative subjects.  Some
other studies also support the experimental results indicating
the predominance of group problem solving to independent
problem solving [1][3].
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Figure 1 Single, independent and collaborative situations.
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2. 3 Collaboration when experimental data are only shared

It is important to note the difference between the situa-
tions of the proceeding studies and the situation of our simu-
lations in this paper.  In our simulations, two production sys-
tems only share experimental results.  Each system does not
know which hypothesis the other system has.  That is, the
experimental space is shared but the hypothesis space is not
shared [5].  This situation in the simulations corresponds to
the situation in which two persons exchange only mutual
experimental results without conversation.  However in the
proceeding psychological studies, conversational interaction
between subjects was not restricted.

The effects of collaboration seem to appear in several
stages of interaction: (1) interaction of hypothesis formation,
(2) interaction of experimental verification, and (3) integra-
tion of the two kinds of interaction.  In this paper, we focus
on the second type of interaction above.  Other types of inter-
action are discussed in our other papers [12].

The point is that the second type of collaboration dealt
with in this paper needs neither additional working memory
capacity nor new production rules.  Two systems only ex-
change mutual experimental results.  When the first and third
types of interaction are allowed, each of two problem solvers
needs additional abilities for processing information intro-
duced from the other solver: for example, an ability for form-
ing a different hypothesis while referring another hypothesis
of the other solver, or an ability for designing experiments
by combining two kinds of hypotheses.  However, in the sec-
ond type of interaction, these additional abilities are not
needed.  Two problem solvers only exchange mutual experi-
mental results.

Our question is whether or not emergence occurs in this
type of collaboration.  If we observe emergence in this col-
laboration, we find an important function of collaborative
problem solving because we can obtain some benefits from
interaction without any additional cognitive abilities.

Now I’d like to summarize the objectives in this paper.
(1) We discuss the possibility of emergence in the situations
in which only experimental results are shared.
(2) Humans have a positive test bias in hypothesis testing.
We discuss the relation between the combinations of these
biases (generally speaking, the differences of subjects’ hy-
pothesis testing strategies) and the benefits of interaction.

3. Cognitive Simulator

We use our computational model as a cognitive simulator.  In
this section, we discuss basic concepts of a cognitive simula-
tor and the specifications of the simulator.

3. 1 Experimental Design

The objective of using a cognitive simulator is to conduct
psychological experiments by simulating human problem
solving on a computer.  The framework of designing com-

puter simulations corresponds to the experimental design that
has been established in experimental psychology.

In planning an experimental design, the experimental
factors are controlled by the experimenter’s instructions to
subjects and experimental situations; each factor is assigned
to each group of subjects or each trial of the experiments that
one subject repeatedly performs.  The relation between the
controlled factors (independent variables) and the perfor-
mance (a dependent variable) is discussed.  Statistical meth-
ods such as ANOVA are widely used to determine the rela-
tion of the independent and dependent variables.  In using a
cognitive simulator, controlling factors is conducted by man-
aging the parameters of a model which decide the model’s
behavior.

3. 2 Interactive Production System

We have developed an interactive production system archi-
tecture for constructing the cognitive simulator and simulat-
ing collaborative discovery processes.  The architecture con-
sists of five parts: production sets of System A; production
sets of System B; a working memory of System A; a working
memory of System B; and a commonly shared blackboard
(see Figure 2).  The two systems interact through the com-
mon blackboard.  That is, each system writes elements of its
working memory on the blackboard and the other system can
read them from the blackboard.  The model solving the
Wason’s 2-4-6 task has been constructed using this architec-
ture.

The model has the knowledge on the regularities of three
numerals, which is used for hypothesis generation in the pro-
cess of solving the 2-4-6 task.  The knowledge is organized
as the dimension-value lists.  For example, “continuous
evens”, “three evens”, and “the first numeral is  even” are
example values of a dimension, “Even-Odd”.  The dimen-
sions the systems use are: Even-Odd, Order, Interval, Range
of digits, Certain digit, Mathematical relationship, Multiples,
Divisors, Sum, Product, Different.

Basically the model searches the hypothesis space ran-
domly in order to generate a hypothesis, though three hy-
potheses, “three continuous evens”, “interval is 2”, and ”three
evens”, are particular.  Human subjects tend to generate these
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Figure 2 The architecture of the interactive production sys-
tem.
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hypotheses at first when the initial instance, “2, 4, 6”, is pre-
sented.  So our model also generates these hypotheses first
prior to other possible hypotheses.

You can see the detailed specifications of this model in
Miwa & Okada, 1996 [11].

3. 3 Wason’s 2-4-6 task

The standard procedure of the 2-4-6 task is as follows.  Sub-
jects are required to find a rule of relationship among three
numerals.  In the most popular situation, a set of three nu-
merals, “2, 4, 6”, is presented to subjects at the initial stage.
The subjects form hypotheses about the regularity of the nu-
merals based on the presented set.  Subjects conduct experi-
ments by producing a new set of three numerals and present
them to an experimenter.  This set is called an instance.  An
experimenter gives Yes feedback to subjects if the set pro-
duced by subjects is an instance of the target rule, or No feed-
back if it is not an instance of the target.  Subjects carry out
continuous experiments, receive feedback from each experi-
ment, and search to find the target.

Two types of experimentation, Ptest and Ntest, are con-
sidered.  Ptest is experimentation using a positive instance
for a hypothesis, whereas Ntest is experimentation using a
negative instance.  For example, when a subject has a hy-
pothesis that three numerals are evens, an experiment using
an instance, “2, 8, 18”, corresponds to Ptest, and an experi-
ment with “1, 2, 3” corresponds to Ntest.  Note that the posi-
tive or negative test is defined based on a subject’s hypoth-
esis, on the other hand, Yes or No feedback is on a target.  We
should also notice the pattern of hypothesis reconstruction
based on the combination of a hypothesis testing strategy and
an experimental result (Yes or No feedback from an experi-
menter).  When Ptest is conducted and No feedback is given,
the hypothesis is disconfirmed.  Another case of
disconfirmation is the combination of Ntest and Yes feed-
back.  On the other hand, the combinations of Ptest - Yes

feedback and Ntest - No feedback confirm the hypothesis.

3. 4 An example behavior of the simulator

Table 1 shows an example result of the computer simula-
tions.  The target was “Divisor of three numerals is 12'’.

Two systems interactively found the target.  One sys-
tem, System A, always used Ptest in its experiments, and the
other, System B, used Ntest.  The table principally consists
of three columns.  The left-most and right-most columns in-
dicate hypotheses formed by System A and System B respec-
tively.  The middle column indicates experiments, that is,
generated instances, Yes or No feedback, and the distinction
of Ptest or Ntest conducted by each system.  Each experi-
ment was conducted alternately by two systems, and the re-
sults of the experiments were sent to both of the two sys-
tems.  The left-most number in each column indicates a se-
ries of processing, from #1 through #41.  The right-most num-
ber in the left-most and right-most columns indicates the
number of each hypothesis being continuously confirmed.
System A disconfirmed its hypotheses at #4, #10, #16, which
were introduced by self-conducted experiments at #3, #9, #15.
System B disconfirmed its hypotheses at #17, #29, which
were introduced by other-conducted experiments at #15, #27.

4. Psychological Validity of the Simulator

4. 1 Laughlin’s Experiments (1997)

To what degree does the simulator used in this paper cor-
rectly reflect actual human hypothesis testing processes?
Recently, based on the rule induction paradigm [9] as a style
of cognitive psychological experiments, Laughlin and her col-
leagues analyzed collaborative discovery processes by a group
consisting of four members, each of whom used a different

1 2, 4 , 6 Yes
2 Con tinuous evens numbers . 0 3 4, 6 , 8 No Ptes t by SysA -
4 The pro duct is 48. 0 6 6, 6 , -17 No Nte st by SysB 5 The sum is a malt ip le o f 4. 0
8 The pro duct is 48. 1 9 24, -1, -2 No Ptes t by SysA 7 The sum is a malt ip le o f 4. 1
10 Firs t + Second = Third. 0 12 3, -8 , -20 No Nte st by SysB 11 The sum is a malt ip le o f 4. 2
14 Firs t + Second = Third. 1 15 -10, 2, -8 No Ptes t by SysA 13 The sum is a malt ip le o f 4. 3
16 Diviso r is 12. 0 18 -5 , -14, -9 No Nte st by SysB 17 The second is 4. 0
20 Diviso r is 12. 1 21 2, 4 , 6 Yes Ptes t by SysA 19 The second is 4. 1
22 Diviso r is 12. 2 24 -17, 3, 12 No Nte st by SysB 23 The second is 4. 2
26 Diviso r is 12. 3 27 2, 12, -12 Yes Ptes t by SysA 25 The second is 4. 3
28 Diviso r is 12. 4 30 8, 12, -2 No Nte st by SysB 29 Divisor is 12. 0
32 Diviso r is 12. 5 33 2, 6 , -2 Yes Ptes t by SysA 31 Divisor is 12. 1
34 Diviso r is 12. 6 36 -2 , -7 , -8 No Nte st by SysB 35 Divisor is 12. 2
38 Diviso r is 12. 7 39 4, 3 , -12 Yes Ptes t by SysA 37 Divisor is 12. 3
40 Diviso r is 12. 8 41 Divisor is 12. 4

Hypotheses by System A Experiments Hypotheses by System B

Table 1 An example behavior of the simulator.
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hypothesis testing strategy [10].  The task used in the experi-
ments was another a discovery task called New Elusis.  Their
interests were: (1) the relation between the combinations of
hypothesis testing strategies used by four group members and
their total performance, and (2) the ratio of acquiring target
instances from subjects’ experiments.  We attempted to verify
whether our cognitive simulator correctly predicts Laughlin’s
experimental results.

4. 2 Conditions of Preliminary Simulations

There are several differences between Laughlin’s experimen-
tal situation and the situation in which our cognitive simula-
tor is used.  To reduce the differences, we tuned up the speci-
fications of our simulator as follows:
(1) In Laughlin’s experiments the condition in which all four
members were forced to conduct Ptest was called the PPPP
condition.  They set up six conditions: the PPPP condition,
the PPPN condition (three members conducted Ptest, and the
other member conducted Ntest), the PPNN condition, the
PNNN condition, the NNNN condition, and the control con-
dition (each member selected hypothesis testing as he/she
liked).  In our simulations, two production systems (not four
members) interacted.  So we selected three conditions, the
PPPP, PPNN, NNNN conditions, from the six conditions of
Laughlin’s experiments and compared the Ptest vs. Ptest con-
dition, the Ptest vs. Ntest condition, and the Ntest vs. Ntest
condition in our simulations to the three conditions, in which
the Ptest condition means that a system always uses Ptest in
experiments, and the Ntest condition means that a system
always uses Ntest.
(2) We used 35 targets in our main simulations (see section
5).  The patterns of hypothesis confirmation and disconfir-
mation were strongly influenced by the degree of generality
of a found target (see 2. 1.).  So in the preliminary simula-
tions, we selected 8 targets from the 35 targets whose gener-
ality is similar to that of the targets used in Laughlin’s ex-
periments.
(3) In Laughlin’s experiments, four members shared their
hypotheses in addition to the result of each experiment, then
selected one of the hypotheses as a group hypothesis through
their conversation.  In our simulations, on the other hand,
only the results of experiments were shared.  To reduce the
difference between the two experiments,  we utilized the fol-
lowing procedures.  In the preliminary simulations one of
the two hypotheses that two production systems independently
formed was randomly selected as a group hypothesis, and
then an experiment was conducted on the basis of the ran-
domly selected group hypothesis.
(4) In the main simulations (see section 5.), when each hy-
pothesis of two systems is confirmed by continuous four ex-
periments, the systems terminated their experiments and con-
firmed the final hypothesis as the solution.  So the total num-
ber of experiments varied in every simulation.  On the other
hand, in Laughlin’s experiments the number of experiments
was fixed; eleven experiments per subject (a total of 44 ex-
periments by four members) were permitted until the mem-

bers decided the final hypothesis.  So in the preliminary simu-
lations the number of experiments is fixed; that is, when a
total of 14 experiments is done, the systems terminate their
experiments.

4. 3 Results of Preliminary Simulations

Figure 3 shows the comparison of the results of our com-
puter simulations (the lower side) and the result of Laughlin’s
experiments (the upper side).  The left side of the figure indi-
cates the comparison of the ratio of correct hypotheses
matched to the targets throughout the discovery processes,
where the horizontal axis indicates the PPPP (Ptest vs. Ptest),
PPNN (Ptest vs. Ntest), NNNN (Ntest vs. Ntest) conditions.

The right side indicates the ratio of target instances ob-
tained from experiments, where at the PPNN (Ptest vs. Ntest)
condition, the ratio by one subject (system) conducting Ptest
and the ratio by another subject conducting Ntest are sepa-
rately indicated.

Figure 3 shows the pattern of the ratio of correct hy-
potheses in our simulations is similar to the results of
Laughlin’s experiment.  However, the ratio of target instances
in both cases differs to some degree, especially in the NNNN
(Ntest vs. Ntest) condition.

Laughlin et al. indicated that subjects in the NNNN con-
dition used the strategic hypothesis testing strategy, a strat-
egy which was not used in other conditions.  In the NNNN
condition, subjects rarely observed target instances.  To ob-
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Figure 3 The results of the preliminary simulations and the
comparison between the results and Laughlin’s experiments.
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serve target instances, they formed a secondary strategic hy-
pothesis and then generated a negative instance for the sec-
ondary hypothesis; this negative instance was simultaneously
a positive instance for the primary hypothesis.  Our simula-
tor cannot produce this phenomenon because of the absence
of the mechanism for conducting strategic hypothesis test-
ing.  However the results of our simulations replicated the
pattern of confirmation and disconfirmation of hypotheses
by human subjects well in terms of simple combinations of
Ptest and Ntest.

5. Results of Computer Simulations

Based on the verification of our cognitive simulator in 4., we
move to the main simulations.

5. 1 Conditions of Main Simulations

In the following main simulations, we let our simulator find
35 targets in each simulated condition.  Table 2 shows the
targets used in the simulations.

First, we conducted 30 simulations in finding each tar-
get and obtained the ratio of correct solution for each target.
Then we calculated the average ratio of correct solutions for
finding the 35 targets.  We used the average ratio as a score
of performance.

5. 2 Single, Independence, and Collaboration

In this section, first we compare the performance of a single
system finding the targets and that of dual systems finding

the targets.
Second, we also test whether or not emergence defined

in 1. appears by comparing the performance of two collabo-
rative systems finding the targets and the performance of two
independent systems finding the targets.  To do so, we con-
duct simulations based on the following 4 * 6 experimental
design.  The contents in () indicate the levels of each factor.

Design
Factor A: single/independent/collaborative conditions (Single

A, Single B, Independent, Collaborative)
Factor B: combinations of hypothesis testing strategies (Ptest

vs. Ptest, Mtest vs. Mtest, Ntest vs. Ntest, Ptest vs. Mtest,
Mtest vs. Ntest, Ptest vs. Ntest)
The first two levels of factor A (i.e., Single A and Single

B) correspond to the cases in which a single system finds the
targets.  One system indicating the lower performance is as-
signed to Single A, and the other system indicating the higher
performance to Single B.   The latter two levels, Independent
and Collaborative, correspond to the cases in  which dual
systems independently and collaboratively find the targets.

In the computer simulations, we also consider the com-
binations of hypothesis testing strategies that two systems
use.  We utilize three kinds of strategies: Ptest, Ntest, and
Mtest strategies.  The Ptest strategy always uses Ptest in ex-
periments, the Ntest strategy always uses Ntest, and the Mtest
(Medium test) strategy uses Ptest in the half of experiments
and uses Ntest in the other half.  The combinations of these
three strategies are 6 cases ((a) Ptest vs. Ptest, (b) Ntest vs.
Ntest, (c) Mtest vs. Mtest, (d) Ptest vs. Mtest, (e) Ntest vs.
Mtest, and (f) Ptest vs. Ntest).

Results
The results of the computer simulations are indicated in Fig-
ure 4.  The vertical axis indicates the average ratio of finding
the 35 targets, and the horizontal axis indicates each level of
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the two factors.  Figure 4 shows the following tendencies.
First, in every combination of hypothesis testing strate-

gies, the performance of the dual systems exceeded the per-
formance of a single system.  In terms of the independent
and collaborative solutions, the performance in both cases
did not differ much, or the performance in the former case
sometimes exceeded in the latter case.

Next, for a more detailed analysis, we conducted an
ANOVA.  The interaction between Factor A and Factor B
was significant.  So we analyzed the main effect of Factor A
individually in each of the 6 levels of Factor B.  As a result,
we confirmed the main effect of Factor A in every level of
Factor B.  Moreover, based on the LSD (Least Significant
Difference) analysis, we confirmed that the performance of
collaborative and independent discovery in the Ptest vs. Ptest,
Ntest vs. Ntest, and Ptest vs. Ntest conditions did not differ,
whereas the performance of independent discovery exceeded
that of collaborative discovery in the Mtest vs. Mtest, Ptest
vs. Mtest, and Mtest vs. Ntest conditions.

The experimental results above show that the collabo-
rative discovery did not produce emergence, but sometimes
indicated a lower performance to the performance of the in-
dependent discovery.

5. 3 Robustness of the Results

To what degree can the results above be generalized?  In other
words, are these results above independent of other factors?
To confirm the robustness of the experimental results in 5.
2., what we should indicate is that there is no interaction be-
tween Factor A and Factor C in each level of Factor B, where
Factor C is an assumed third factor for checking the robust-
ness.  The absence of interaction between Factor A and Fac-
tor C indicates that the results in 5. 2. are not influenced by
this third factor, Factor C.

In the following sections, we will compare only the per-
formance of independent and collaborative discovery and omit
the comparison of the performance of a single system and
dual systems.  Thus, we conduct the analysis above,  but nar-
row the scope of discussions to the two levels of Factor A,
Independent and Collaborative.

[1] the condition of terminating experiments
First, we consider the condition of terminating experiments
as Factor C.  This condition decides when systems terminate
their experiments.  In the simulations in 5. 2., if four continu-
ous confirmations were obtained, systems terminated experi-
ments and confirmed the final hypothesis formed at that time
as the solution.  We considered other options in terms of this
condition; that is, three and five continuous confirmations
may be enough for terminating experiments.  We predicted
that as this number increases, the systems become more de-
liberate for the termination of exploring a target and the per-
formance increases.

To analyze this, we conducted the following simulations
based on the 2 * 6 * 3 experimental design.

Design
Factor A: independent/collaborative conditions (Independent,

Collaborative)
Factor B: combinations of hypothesis testing strategies (6

levels (see 5. 2))
Factor C: the condition of terminating experiments (3, 4,

and 5 continuous confirmations)

Results
Figure 5 shows the results of the simulations.  According to
the ANOVA, there is no interaction between Factor A and
Factor C at all levels of Factor B.  The main effect of Factor
C is significant.  These results support the conclusions that
the comparison of the performance of independent and col-
laborative solutions obtained in 5. 2. are not influenced by
the condition with procedures terminating experiments.

[2] working memory capacity
Next we examined the robustness against the fluctuation of a
working memory ability.  To check this effect, we conducted
further simulations based on the following 2 * 6 * 4 experi-
mental design.

Design
Factor A: independent/collaborative conditions (Independent,

Collaborative)
Factor B: combinations of hypothesis testing strategies (6

levels (see 5. 2))
Factor C: working memory capacity (3, 4, 6, and whole in-

stances)
Each level of Factor C indicates the number of the in-

stances that can be simultaneously activated in working
memory.  For example, if the working memory capacity is 3
but ten instances are obtained,  the systems form their hy-
pothesis based on only three instances that are randomly se-
lected from the ten instances.  In the simulations in 5. 2.,
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Figure 5 Comparison of the performance while varying the
condition for the termination of experiments.
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whole instances can be activated when forming a hypothesis.
We predict that as the number of activated instances decreases,
the performance decreases.

Results
Figure 6 indicates the results of the simulations.  According
to the ANOVA, the interaction between Factor A and Factor
C reaches significance in two levels of Factor B, Ntest vs.
Ntest and Ptest vs. Mtest.  In the other four levels, the inter-
action between Factor A and Factor C was not significant.

In Figure 6, the pattern of the performance in the level
with 3 activated instances was different than the other three
levels (i.e., 4, 6 and whole instances).  When the homoge-
neous three levels (4, 6, and whole instances) are examined
while excluding the different level with 3 instances, the in-
teraction between Factor A and Factor C disappears at every
level of Factor B.

The above discussions show that the behavior of this
simulator is robust against the fluctuation of the working
memory capacity if the number of simultaneously activated
instances is not below 4.

5. 4. Difference of Hypothesis Testing Strategies

We move to further analysis of the relation between the ben-
efits of interaction and the different degree of hypothesis test-
ing strategies that two systems use because we confirmed a
certain amount of robustness of our simulator through the
results and discussion above.

To do so, in the following simulations, we control the
degree of difference in hypothesis testing strategies of the
two systems while keeping the total ratio of conducting Ptest
by the two systems at 50%.

Design
Factor A: independent/collaborative conditions (Independent,

Collaborative)
Factor B: combinations of hypothesis testing strategies (50%

vs. 50%, 62% vs. 38%, 75% vs. 25%, 87% vs. 13%,
100% vs. 0%)
In terms of Factor B, the percentage of each level indi-

cates the probability of each system conducting Ptest in its
experiments.  So the 50% vs. 50% condition and the 100%
vs. 0% condition correspond to the Mtest vs. Mtest condition
and the Ptest vs. Ntest condition in 5. 2. and 5. 3., respec-
tively.

Results
Figure 7 shows the results of the simulations.  Figure 7 indi-
cates that as the different degrees of hypothesis testing strat-
egies gets larger, the performance in the condition of col-
laborative discovery gradually increases whereas the perfor-
mance in independent discovery remains almost constant.

According to the ANOVA, the interaction between Fac-
tor A and Factor B is significant.  The main effect of Factor A
in the 50% vs. 50%, 62% vs. 38%, and 75% vs. 25% condi-
tions is significant whereas it is not significant in the 87%
vs.14% and 100% vs. 0 % conditions.

The analysis above indicates the benefits of interaction
increases as the different degree of hypothesis testing strate-
gies increases.

5. 5. Improvement of Disconfirmation Ability by the Combi-
nation of Different Strategies

Where does the improvement of the performance by apply-
ing different hypothesis testing strategies come from?   As
we mentioned before, the performance of systems strongly
depends on the ability of the systems disconfirming hypoth-
eses.  Figure 8 indicates the relation between the different
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Figure 7 The relation between the different degree of hy-
pothesis testing strategies of the two systems and their total
performance.
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working memory capacity.



9
MIWA : DEDUCTIVE AND INDUCTIVE WAYS OF INVESTIGATION

degree of the strategies and the average number of
disconfirmations that two systems introduce until the experi-
ments are terminated.  In the case of collaborative discovery,
disconfirmation was introduced by both of the self-conducted
experiments and the experiments that the other system con-
ducts; thus, both kinds of disconfirmation are separately in-
dicated.  In the case of collaborative solutions, the ability of
disconfirmation increased as the different degree of the strat-
egies became larger, whereas in the case of independent so-
lutions, the ability decreased.  How does this kind of im-
provement of disconfirmation ability in the collaborative situ-
ation appear?  As we mentioned before, the ability of
disconfirmation of Ptest and Ntest is different, depending on
the generality of the targets that the systems try to find.

So we divided the 35 targets into 18 specific targets and
17 general targets, and investigated the occurrence pattern of
disconfirmation in both cases in the collaborative problem
solving situations (see figure 9).  When each system used the

Mtest strategy (the 50% vs. 50% condition), the occurrence
pattern of disconfirmation of the two systems was almost the
same because both systems used the same strategy.  How-
ever, in the 0% vs.100% condition, there was a big differ-
ence.

When the problem was to find the specific targets, Sys-
tem B, which used the Ntest strategy, disconfirmed its hy-
potheses more by the other-conducted experiments than by
self-conducted experiments.  In contrast, System A, which
used the Ptest strategy, did more by self-conducted experi-
ments.  When finding the general targets, this tendency was
reversed.

We pointed out that the Ptest strategy promoted discon-
firmation when finding specific targets whereas using Ntest
prevented the systems from finding specific targets (see 2.
1.).  So the results above show that a system that uses a dis-
advantageous strategy disconfirms its hypotheses by experi-
ments conducted by the other system that uses an advanta-
geous strategy.  This result can be understood through the
following interpretation:  for finding various targets whose
nature is different (e.g., specific and general), the lack of abili-
ties of one system that used a disadvantageous strategy is
supplemented by the other system that used an advantageous
strategy.  This kind of complementary iteration produced an
additional ability for disconfirming hypotheses, and accounted
for the superiority of the two systems using different strate-
gies.

Some parts of these results could be theoretically pre-
dicted based on the Klayman’s analysis shown in 2. 1.  How-
ever we believe that confirming the theoretical prediction
through computer simulations is essentially important.  Ad-
ditionally, in the studies of collaborative problem solving,
the importance of two problem solvers having different view-
points has been indicated.  Our results empirically support
this idea.

6. Conclusions and Future Works

In this paper, we investigated the processes of two systems
collaboratively finding targets using a cognitive simulator.

The results are summarized as follows.
(1) Generally speaking, collaboration by only sharing the
experimental space, that is, only experimental results are ex-
changed, does not produce emergence.  Solving a problem
independently is more profitable than solving it
collaboratively.
(2) As the different degree of hypothesis testing strategies
becomes larger, the benefit of collaboration increases.
(3) This benefit results from the improvement of the systems’
disconfirmation ability.  The collaboration between the two
systems that use different hypothesis testing strategies pro-
duces the complimentary interaction in which a decline of
the ability by using a disadvantageous strategy is supple-
mented by the other system using an advantageous strategy.
This complementary interaction improves the total perfor-
mance of the two collaborative systems.
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Even when the difference of two systems’ testing strat-
egies reaches the maximum, the performance of two inter-
acting systems did not exceed that of two independently solv-
ing systems and we could not confirm the appearance of
emergence.  Our next question is in which cases does emer-
gence appear?  We can consider the following two possibili-
ties.

First, we can consider the cases in which we let the dif-
ference of strategies of two systems be much bigger than in
the current situations demonstrated in this paper, controlling
hypothesis formation strategies in addition to hypothesis test-
ing strategies.  Second, we consider the cases in which we
increase the stages of the shared cognitive space; for example,
the hypothesis space is also shared in addition to the experi-
mental space.  In this case, each system knows the hypoth-
esis that the other system has: this kind of interaction was not
permitted in the current simulations.  We have already begun
to examine these next steps and obtained some interesting
results. [12][13].
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